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* |[kdiena procesu un datu analitikis,
IT projektu vaditajs SIA “Rigas
namu parvaldnieks”

* Al Master Lab — eksperts, lektors
un praktikis Ml joma

e Fokuss uz inovativu produktu
izstrades vadibu un ievieSanu
(aplikacijas, virtualie asistenti)

* Hobiji: Triatlons, bungas, motocikli




Palidzét jums apgut maksliga
intelekta (MI) tehnologijas un k|ut
par parliecinatiem un zinoSiem
lietotajiem ikdienas darba.




MUSU FOKUSS
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2.
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Pareizu uzvednu veidosanas
stratégija

Darbs ar tekstu (projektu
pieteikumi, socialo kontu ieraksti,
preses publikacijas, pakalpojumu
apraksti, iekséjo normativo aktu
radiSana, u.tml.

Datu analize un vizualizacija
Datos balstitu lemumu pienemsana
Attélu radisana, redigésana

Procesu automatizacija ikdienas
darbam

Prezentaciju radisana
Noderigu tehnologiju apskats




b Plans nodarbibam

» Kas ir maksligais intelekts (turpmak — Ml)?
* MI kopuma veidi, disciplinas, pielietojums
* Ml likumdosanas, étiskais, tehniskais ietvars

* Darbs ar teksta uzvedném izmantojot 3-5 Ml
rikus: dokumentu izveide, analize,
papildinasana, pakalpojumu izvértésana,
|Emumu pienemsana, u.tml. Viss kas
nepiecieSams uznémejdarbibai

e Datu vizualziacija

* Datu analizes pamati (klientu segmentésana,
u.tml.)

e Attélu radisana

* MI projektu realizacijas stratégijas soli




NODARBIBAS
NOTEIKUMI

* |zmantojiet visus pieejamos tehniskos
[idzekl|us!

* Eksperimentéjiet!

* Laujieties «domas lidojumamn»!
e Uzdodiet jautajumus!

* Domajiet «Arpus Ramjiem»!

* Domajiet alegorijas (velak sapratisiet, kapéc to
vajag)!

* Obligati parakstieties uz paraksta lapas par
piedalisanos nodarbiba.

 Aizpildiet lekcijas novertéjuma anketu (tiks
atsatita péec lekcijas).




DROSIBA...PIRMS
EJAM TALAK

* Visos risinajumos, kurus izmantosim,
nekopéjiet ieksa personas identificéjosus
datus (personas kods).

* Nekopéjiet ieksa sensitivu informaciju,
pieméram, kas satur ierobezotu piekluvi,
valsts noslépumu, u.tml.

* Esiet ar sistemam «pieklajigi».

* Nerakstiet tekstus, kas satur atklatu
vardarbibu, atklatas seksualitates ainas,
rasu un dzimumu diskriminaciju, u.tml.

* Vadieties no vesela saprata....




MI TENDENCES

Globalais Ml tirgus tiek
vertéets uz vairak neka 136
miljardiem dolaru

Ml tirgus paplasinasies ar
vidéjo kumulativo
augsanas atrumu 38,1%
no 2022. gada lidz 2030.
gadam

83% no uznémumiem
apgalvo, ka Ml ir vadosa
prioritate vinu biznesa
planos

Ml industrijas vértiba tiek

prognozéta pieaugt vairak

neka 13 reizes nakamajos
7 gados

Lidz 2025. gadam Ml
joma stradas 97 miljoni
cilvéeku

Netflix gada ienakumi no
automatizetam
personalizétam

rekomendacijam sasniedz
1 miljardu dolaru

38% no medicinas
pakalpojumu sniedzéjiem

izmanto datorus ka dalu
no diagnozes procesa

ASV Ml tirgum tiek
prognozeéts sasniegt
299,64 miljardus dolaru
lildz 2026. gadam

MI tirgus pieauguma
izmérs tiek prognozéts
vismaz par 120% gadu

gada

48% no uznémumiem
izmanto M, lai efektivi
izmantotu lielos datus

Revenue

Global artificial intelligence software
market revenue

$1508
$100B

$50B

2018 2019 2020 2021

Year

2022 2023 2024




Automatizacijas un Ml drauds ES darba tirgum

Prognozéjot, ka gandriz puse visas darbvietas
attistitajas valstis varétu potenciali tikt
automatizétas[2], nav parsteigums, ka 72% ES
iedzivotaju baidas, ka tehnologijas varétu «atnemt
darbu»[3]. Sada ideja par ceturtas industrialas
revolucijas naksanu nav pilnigi bez pamata; dazi
norada uz butiskajam atskirtbam salidzinajuma ar
iepriekSéjam industrialajam revoltcijam[4], jo Sai ir
raksturiga atraka inovaciju ievieSana, atra produktu
prototipésana un uznémumu marketinga spéju
nostiprinasanas, bagatigs digitalais saturs un plasa
pieeja «masamy».

B | cepeFop

European Centre for the Development
of Vocational Training

ES nozares, kuras paklautas automatizacijas

riskam

Utilities

Construction

Agriculture, forestry or fishing
Manufacturing

Retail and wholesale trade

Financial, insurance or real estate services
Transportation or storage

Professional, scientific ar technical services
ICT

Public administration and support services
Cultural industries

Accommodation, catering or food services
Social and personal services

Education and health services

15%

20%

25%



https://www.cedefop.europa.eu/en/blog-articles/machines-robots-and-threat-automation-eu-jobs#note2
https://www.cedefop.europa.eu/en/blog-articles/machines-robots-and-threat-automation-eu-jobs#note3
https://www.weforum.org/about/the-fourth-industrial-revolution-by-klaus-schwab
https://www.weforum.org/about/the-fourth-industrial-revolution-by-klaus-schwab
https://www.cedefop.europa.eu/en/blog-articles/machines-robots-and-threat-automation-eu-jobs#note4

<AS IR
MAKSLIGAIS
NTELEKTS (M)

* Maksligais intelekts (M) ir
masinu spéja veikt uzdevumus,
kas parasti tiek saistiti ar cilveka
intelektu, pieméram, macisanos
un problému risinasanu.

e Ml pétijumi ir bijusi loti
veiksmigi, izstradajot efektivas
metodes problému risinasanai
dazadas jomas, sakot no spélu
spelésanas lidz medicinas
diagnozu noteiksanai.




MAKSLIGA INTELEKTA

LTMENU DALTJUMS

e Specialas nozimes Ml risinajums — bedrisu
«skaitiSana» attéla, objektu skaitisana, specialu datu
komplektu apstrade, u.mtl.

* Visparéejas nozimes Ml risinajumi — lielie valodu
modeli, Google Alexa, u.c.

e Super intelekts — Ml kurs bus gudraks, kreativaks un
paraks par cilvéku.




M1 1IZMANTOSANAS
PIEMERI

* Pasbraucosie automobiliizmanto MI, lai
noteiktu celu un izvairitos no skersliem.

e Virtualie asistenti, pieméram, Siri un Alexa,
izmanto M, lai saprastu un reagétu uz balss
komandam.

* KrapsSanas atklasanas algoritmi izmanto Ml, lai
identificetu krapnieciskus darijjumus.

* Mediciniskas diagnozes sistémas izmanto Ml, lai
palidzétu arstiem identificét slimibas.

* Robotika ir inZenierijas joma, kas izmanto Ml, lai
raditu robotus, kas spéj veikt uzdevumus
autonomi.




KAS IR MAKSLIGAIS INTELEKTS

* Masinmaciba ir datorzinatnes nozare, kas dod
datoriem spé€ju macities un pasiem pienemt
lemumus.

e Ekspertu sistéma ir datorprogramma, kas izmanto
maksligo intelektu, lai imitétu cilvéka eksperta
leEmumu pienemsanas spéjas konkréeta joma.
Ekspertu sistémas parasti tiek izmantotas, lai
risinatu sarezgitas problémas, kuras cilvékiem
butu gruti vai laikietilpigi risinat pasSiem.

Machine 227 &‘? Expert
 Dabiskas valodas apstrade (NLP) ir datorzinatnes - E I
nozare, kas nodarbojas ar mijiedarbibu starp J5
datoriem un cilveku valodu. NLP algoritmi tiek ARTIFICIAL
izmantoti, lai saprastu un generétu tekstu, tulkotu
valodas un atbildétu uz jautajumiem. INTELLIGENCE

Natural
Language
Processing




Visualistaion

Recommender
Systems

Targetted
Marketing

MASINMACISANAS

Big data

Clustering

Dimensionality
Reduction

Unsupervised
Learning

Customer
Segmentation

Real-time decisions

Feature Idenity Fraud
Elicitation Detection

Machine
Learning

Reinforcement

Learning

Supervised
Learning

Population
Growth
Prediction

Game Al

Regression

Foi

Estimating
life expectancy

Parraudzita masinmacisanas —
cilvéks/programma strada ka datora
skolotajs, macot to atpazit dazadas
pazimes un rakstura lielumus datu kopa
(klasifikacija, regresijas).

Neparraudzita masinmacisanas — nav
nepieciesama cilveka lidzdaliba,
programmas pasas censas izprast datus,
sakaribas (datu klasterésana, dimensiju
reducésana, asociaciju likumu veidosSana,
anomaliju atklasana).

Pastiprinatas macisanas vai Piespiedu
apmacidana. STir masinmaciéanas
apaksnozare, kura algoritmi macas, veicot
darbibas un sanemot atalgojumu
(pastiprinajumu) no vides, lai sasniegtu
merkus vai optimizétu uzdevumus.



0.4

0.2

-0.2

0.4

-0.6

KA MAKSLIGAIS IN

&y Dl
ELEKTS «DOMA»

Divu veidu skatijums uz dzivi
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Classification
KLASIFIKACIJA

20 30 40 50 60 Y0 80 90 100

Regression
REGRESIJA

Klasifikacija (Classification) — mil/nemil, der/neder/
pieder/nepieder, pieder ar noteiktu varbatibu.

Regresijas (Regression) — laikrindu veidoSana
balstoties uz dazadiem ievades datiem (akciju cena,
automobila paredzamais atrums, u.tml.)
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PROCESU AUTOMATIZACIJA

* Procesu automatizacija ir tehnologiju
izmantosSana, lai aizstatu manualus,
atkartojamus uzdevumus ar
automatiskam darbibam, kas notiek bez
cilvéka lidzdalibas vai ar minimalu iesaisti.

* Trigeris -> Darbiba -> Rezultats.

* Procesu automatizacija var notikt bez Ml
izmantosSanas, vai ar Ml izmantosSanu.

e Ja darbiba ir atkartotajam, shematiska, ta
visticamak ir automatizejama.

e Automatizacija nevienmeér ir étiska!




MI REGULEJUMS

Maksliga intelekta akta mérkis ir nodrosSinat, ka maksliga intelekta (M) sistémas tiek
izstradatas un izmantotas atbildigi. Noteikumi uzliek pienakumus MI tehnologiju
nodroSinatajiem un ievieséjiem un reglamenté maksliga intelekta sistému atlauju
pieskirsanu ES vienotaja tirgu.

Tiesibu akta pievérsta uzmaniba ar Ml saistitajiem riskiem, pieméram,
aizspriedumiem, diskriminacijai un parskatatbildibas nepilnibam, veicinata
inovacija un sekméta Ml ieviesana.

Ta ka ES akts ir pirmais Ml jomas reguléjums pasaule, Sie ES noteikumi varétu klut
par Ml reguléjuma globalu standartu - lidzigi ka savulaik Vispariga datu aizsardzibas
regula (VDAR) datu privatuma joma -, tadejadi visa pasaule veicinot étisku, drosu un
uzticamu maksligo intelektu.

https://www.consilium.europa.eu/Iv/policies/artificial-
intelligence/



MI REGULEJUMS

Maksliga intelekta centra likums

1. pants. Likuma mérkis 2. pants. Centra izveides un darbibas mérkis

Likuma mérkis ir veidot maksliga intelekta tehnologiju ekosistému un tiesisko ietvaru publiska Centra izveides un darbibas méarkis ir
sektora, privata sektora un augstskolu sadarbibai, k& ar noteikt nodibinajuma "Maksliga intelekta
cenirs” (turpmak — centrs) izveides un darbibas merki, juridisko stafusu, uzdevumus, tiesibas, 1) apvienot publiska sekiora, privata sektora un augstskolu intelektualos un finansu resursus, lai
organizatorisko struktaru, finanséSanas avotus un tam pieskirto ITdzek|u izmantoSanas kartibu. sekmatu savstarpajo partneribu, inovaciju ievie$anu un attistibu:

2) veicinat makshga intelekta iniciativu TstenoSanu jomas ar augstu potencialu atbilstosi
nacionalajam interesem;

3) veicinat valsts konkurétspgju;

https://likumi.lv/ta/id/359339-maksliga-intelekta-
centra-likums

4) sekmét sabiedribas prasmes un vienlidzibu maksliga intelekta joma;

5) nodrosinat to, ka maksliga intelekta sistémas tiek izmantotas &tiski, atbildigi un drosi, ievérojot
cilvéka pamattiesibas;

6) 1stenot pasakumus ar maksliga intelekta lietoSanu saistito risku mazinasanai.



MI UN ETIKA

Etiska un neétiska maksliga intelekta izmantosana

ETISKA IZMANOSANA

Datu apstrade ar lietotaja piekrisanu
LEmumu atbalsts medicing ar &rsta uzraudzibu
Izglitibas pielagosana individualam vajadzibam

MI izmantogana, lai uzlabotu piekluvi personam ar

invaliditati
Parskatami algoritmi ar skaidrojumiem

Automatizacija, kas aizvieto bistamus vai monotonus

darbus

lebavéti aizsardzibas mehanismi (pieméram, kltdu

detektétana)

levérota cilvektiesibu un privatuma aizsardziba

NEETISKA IZMANOSANA

X Personas datu izmanto$ana bez piekrisanas
X Diagnostikas lemumu pienemsana bez cilvéka kontroles
¥ Studentu uzvedibas uzraudziba ar Ml bez informé&sanas

X Ml izmantosana, lai diskriminétu pret noteiktam

sabiedribas grupam (piem., dzimums, rase)
X "Melnas kastes” modeli bez skaidrojuma lietotajam

X Masveida atlaiZanas pamatozana tikai ar MI efektivitati

X Deepfake, viltus satura un dezinformacijas generésana

X MI izmanto3ana masveida novero$anai bez juridiska

pamatojuma




Janis Benikis - vou
Data Operations Manager at Rigas namu parvaldnieks
1"}-" - m

@ TAS IR BUTISKI: LIELIE VALODAS MODELI SPEJ IZTURET TJURINGA TESTU
Tjaringa tests ir klasiska maksliga intelekta parbaude — ja cilvéks nespéj sarakste
atskirt masinu no cilvéka, tiek uzskatits, ka Al izturgjis testu. Lielo valodas modeu
(LLM) attistiba pedejos gados atjaunojusi 5o diskusiju.

X Patnieki veica trispuséju Tjaringa testu, kur tiesnesi 5 minates sarunajas ar cilveku
un Al un méginaja noteikt, kurs ir kurs. Salidzinatas Cetras sistémas: ELIZA, GPT-4,
uzlabotais GPT-4.5 un LLaMa-3.1 (405B parametru). DaZiem modeliem tika pieskirta
"cilvéciska personiba”, izmantojot uzvednes.

= Rezultati

GPT-4.5 ar personibu tika noturéts par cilveku 73% gadijumu — parliecinosi izturgja
Tjaringa testu. Interesanti, ka tiesnesi bieZak izvéléjas Al ka cilveku, nevis pasu
cilveku.

LLaMa-3.1 ar personibu tika noturéts par cilveku 56% gadijumu — sniegums
lidzvertigs cilvekam, bet ne parliecinoss.

Bez "personibas” uzvednes pat modernie modeli tika viegli atpaziti ka Al. Pieméram,
GPT-4.5 bez personibas tika identificets ka Al daudz biezak neka ar uzvedni.

ELIZA un GPT-4 (bazes versija) tika uzskatrti par cilvékiem tikai 21-23% gadijumu.

https://arxiv.org/pdf/2503.23674



https://arxiv.org/pdf/2503.23674

PATSTAVIGAIS DARBS NR.1.

* Atveriet ievades anketas saiti (sk. teérzétava):

* https://forms.gle/hvgDeT7AteibVYRb9

* Uzdevums: Katrs uzraksta vismaz 5 risinajumus (var ari ne
darba témas), ka var tikt izmantots:

* Generativais maksligais intelekts (NLP — ChatGPT un
lidzigas sistémas)

* Masinmacisanas
* Datorredze
* Ekspertu (ieteikumu sistémas)

* Batu jauki no Jums sanemt ari provokativus, «pelékaja
zona» esosu risinajumu idejas

« U.tml.

e Laiks ~ 10 minutes.



https://forms.gle/hvqDeT7AteibVYRb9
https://forms.gle/hvqDeT7AteibVYRb9

TEHNOLOGIJAS
IKDIENAL

Dabiskas valodas apstrade
(NLP) ir aizraujoSa maksliga
intelekta joma, kas
koncentréjas uz datoru spéju

saprast, interpretét un
mijiedarboties ar cilveku valodu
veida, kas ir gan nozimigs, gan
vertigs. Vienkarsak izsakoties,
NLP ir veids, kurs datoriem
maca "lasit", "saprast” un
"atbildet" cilveku valoda, tiesSi

tapat ka més to daram.




NLP TOP 4

Openai.com

¢ (Chat GPT-3 and GPT-4.5, Text-davinci-003, etc.)

e https://platform.openai.com/docs/models/gpt-
3-5

Microsoft

e https://www.bing.com/
e https://copilot.microsoft.com/

Google Gemini (ieprieks ‘Bard’)

e https://gemini.google.com/




NLP TOP 4- BET IR VEL ©

(f Grok

e https://grok.com/

QY deepseek

e https://chat.deepseek.com/

J¢ Claude

e https://claude.ai/




NLP TO 10 in YEAR 2025

https://zapier.com/blog/best-
llm

Atverta koda LLM risinajumi:
https://www.instaclustr.com/e
ducation/open-source-ai/top-
10-open-source-lims-for-2025/

LLM

GPT-40

03 and o1

Gemini

Gemma

Llama

Developer

OpenAl

OpenAl

Google

Google

Meta

DeepSeek

DeepSeek

Multimodal?

Yes

No

Yes

Mo

Mo

Mo

Mo

Reasoning?

Mo

Yes

Mo

Mo

Mo

Yes

Mo

Access

Chatbot and
API

Chatbot and
API

Chatbot and
API

Open

Chatbot and
open

Chatbot, API,
and open

Chatbot, API,
and open


https://zapier.com/blog/best-llm/
https://zapier.com/blog/best-llm/
https://zapier.com/blog/best-llm/
https://www.instaclustr.com/education/open-source-ai/top-10-open-source-llms-for-2025/
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PAREIZAIS RISINAJUMS PAREIZA

LAIKA

Modelis

GPT-40

GPT-4 Turbo

Claude 3 Opus

Claude 3 Sonnet

Gemini 1.5 Pro

Mistral 7B

Mixtral 8x7B

LLaMA 2

lzstradatajs

OpenAl

OpenAl

Anthropic

Anthropic

Google
(DeepMind)

Mistral Al

Mistral Al

Meta

Laists klaja

2024. gada maijs

2023. gada
novembris

2024. gada marts

2024. gada marts

2024. gada
februaris

2023. gada
rudens

2023. gada
decembris

2023. gada jalijs

Parametri (ja
zinami)

~Nepubliskoti

~Nepubliskoti

~Nepubliskoti

~Nepubliskoti

~Nepubliskoti

7 miljardu
parametru

Mixture of
Experts

7B/ 13B/65B

Spéjas /
Tpatnibas

Reallaika redze,
balss, teksts;
daudz atraks un
letaks

Efektivaks, letaks
par GPT-4; gars
konteksts (128k
tokeni)

Spécigs teksta
sapratnég; ipasi
labs drosibas un
étikas jautajumos

Atrs, sabalanséts
modelis ar plasu
kontekstu (200k
tokeni)

Loti gars$
konteksts
(miljoniem
tokenu);
multimodals

Viegls, atrs,
atvérta koda
modelis

Aktivizeé tikai daju
modeja
(efektivs); atverts

Atveérta koda;
labs
eksperimentiem
un pétniecibai

Pieejamiba

Pieejams bez
maksas / API

Pieejams maksas
versija (ChatGPT
Plus)

Pieejams
Claude.ai / API

Pieejams bez
maksas / API

Bard / Google
Workspace / API

Open Source
(HuggingFace,
viedierices)

Open Source

Open Source




KA IZMANTOT
NLP
TEHNOLOGIJAS

* NLP modelu pielietosana,
ieskaitot Catbotus, ir
praktiski bezgaliga.
Vienigais ierobezojosais
faktors ir jusu iztéle.

* So tehnologiju var
izmantot uznemumes,
risinot ikdienas
jautajumus, ka ari
stradajot ar aréjiem
klientiem.




UZVEDNE

e Uzvedne (prompt) ir teksta gabals vai
jautajums, kas tiek izmantots, lai
uzsaktu vai virzitu sarunu, darbibu vai
atbildi. Valodas modelu izmantosanas
konteksta uzdevums ir ievades teksts,
ko nododat, lai generétu konkrétu
rezultatu vai atbildi.

e Labai uzvednei ir jabut skaidrai,
konkreétai, 1sai un taja pasa laika
pietiekamai, lai generétu logisku
atbildi.




LABAS UZVEDNES
NOTEIKUMI

e Uzvedne ir lakoniska.

* Lomas pieskirsana (Direktors, darbinieks,
skolnieks, u.c.).

* Precizi definéts darba uzdevumes.

* Merka auditorijas definésana (studenti,
darbinieki, socialais tikls, u.c.).

* |zvadnes formats.

 Citas instrukcijas.




L ZSKIR REZULTATS

Labas uzvednes piemers:

I| Ka datu analitikis, kurs gatavo statistikas parskatu

. uznémuma valdei veic So datu analizi izmantojot
EDA (Exploratory Data Analysis). legutos

i 4 rezultatus saglaba un lejupladé PowerPoint

|1 ‘ prezentacijas veida.

Vajas uzvednes piemeérs

ultll""

Veic So datu analizi

JUs variet pajautat ari pasam lielo valodu modelim
(LVM) izveidot uzvedni, vai to precizét.




UZVEDNE — DARBS AR TEKSTU

lzveido saisinatus
Uzraksti Sim produktam sanaksmes
(produkts) Tsu (prezentacijas vai
kopsavilkumu produkta apraksts)
kopsavilkumus

Saskaiti pozitivo un
Izanalize So produktu negativo noskanojumu
aprakstu (sentimentu)
atsauksmes

Uzraksti jaunu emuara Parraksti So tekstu,

Sim produktam rakstu, izmantojot Astridas

izmantojot So esoso Lindgrénas rakstibas
teksta fragmentu stilu

Saskaiti visbiezak
izmantotos vardus Saja
teksta

Izskaidro So sarezgito

ideju ka viegli saprotamu
kopsavilkumu

leklaujies 200 vardos
Veic teksta skaitlisko (parraksti uz 200
analizi vardiem, u.tml.)




PATSTAVIGAIS DARBS NR.2.

* |zvélaties kadu majaslapu, kura ir
produktu/pakalpojumu apraksti.

* lekopéjiet to ieksa kada LLM.

* Veiciet Frodukta/pakalpojuma apraksta
kopsavilkuma sagatavosanu.

* |zveidojiet teksta saisinatu versiju.

e Ludziet LLM parrakstit tekstu netipiskai
auditorijai, pieméram, netipiskiem klientiem.

* Noveéertéjiet tekstu kategorijas — dzilums,
intensitate, formalisms.

e Analogas darbibas veicat vismaz 3 dazadasLLM
sistemas, salidziniet rezultatus.

Laiks ~ 10 minutes.




UZVEDNE — DARBS AR TEKSTU



PATSTAVIGAIS DARBS NR.3.

* Pieskirat sistemai lomu, pieméram,
pardosanas un marketinga eksperts.

* Atrodiet majaslapu ar produkta aprakstiem,
nokopéjiet produkta aprakstu.

* Ludzat LLM izvertet produkta aprakstu, ta
stipras un vajas puses (tad vins «iedzilinas».

e Ludzat LLM uzrakstit blogu par so produktu
(defingjiet auditoriju, platformu, etc.)

* Ludzat sistému pasai novértét so aprakstu,
pieméram, 10 ballu skala.

* Analogas darbibas veicat vismaz 3 dazadas
sistemas (ChatGPT, Grok, u.mtl.).

Laiks ~ 10 minutes.




UZVEDNE — DARBS AR TEKSTU - PRODUKTI




PATSTAVIGAIS DARBS NR.4.

Pieskiriet sistemai lomu, pieméram, marketinga
eksperts.

Atrodiet kadu majaslapu ar pakalpojumu vai produktu
aprakstu.

Veicat pakalpojuma SVID analizi vai lidzigu analizi
novértéjot to pret konkrétiem parametriem, idejam.

Novértéjiet pakalpojumu skala no 0-10 (izdomajat
kritériju).

Noskaidrojiet kas vajadzigs, lai tas butu uz «10».
Veiciet analogas darbibas 3 sistémas, salidziniet
rezultatus.

Laiks ~ 15 minutes.




UZVEDNE — DARBS AR TEKSTU - LEMUMI




PATSTAVIGAIS DARBS NR.5.

Pieskiriet sistéemai lomu, pieméram, uznémuma
direktors.

Aprakstiet situaciju un pajautajat kadu lemumu vislabak
pienemt, kada tam ir argumentacija.

Pajautajiet par riskiem saistiba ar [emumu.
Pajautajiet par lemuma éetisku ietekmi.
Veiciet analogas darbibas 3 sistémas, salidziniet

rezultatus.

Laiks ~ 5 minutes.




UZVEDNE — UZNEMUMA ADMINISTRACIJA




PATSTAVIGAIS DARBS NR.6.

Pieskiriet sistéemai lomu, pieméram, uznémuma
direktors.

Uzrakstiet idealo uznémuma strukttru, pieméram,
Tirdzniecibas uznémums.

Uzrakstiet idealo departamenta/nodalas struktdru.
Uzrakstiet amata aprakstu (funkcija, pienakumi, etc.)
Veiciet analogas darbibas 2 sistémas, salidziniet

rezultatus.

Laiks ~ 5 — 10 minutes.




UZVEDNE — DARBS AR TEKSTU, TABULAM



PATSTAVIGAIS DARBS NR.7.

* No faila «Agents_test» nokopéjiet informaciju un ievietojiet
uzvedne.

* lzvadiet kolonnu nosaukumus.
* lzvélieties kolonnu un noskaidrojiet tas kopéjo summu.

* lzvélieties kolonnu un noskaidrojiet tas minimalo, videjo un
maksimalo vertibu.

* Apréekiniet medianu kadai no kolonnam.
* Noskaidrojiet kads vertibas ir kada no izvéléetam kolonnam.
* Pievienojiet jaunu kolonnu ar nosaukumu «....»

* Aizpildiet So kolonnu ar vertibam, kuras iegutas izmantojot citas
kolonnas par pamatu (pieméram, vid€éja vértiba starp 2
kolonnam)

e Laiks: 10-15 minutes.




UZVEDNE — DARBS AR TEKSTU, FORMULAM



PATSTAVIGAIS DARBS NR.8.

* No faila «Agents_test» nokopéjiet informaciju un
ievietojiet uzvedné.

* Paludziet uzrakstit formulu lai sasummetu 2 kolonnu
vértibu, vai kadu citu formulu, péc savas izvéles.

* Parrakstiet So formulu prieks R vai DAX.

e Atrodiet kadu formulu no Excel un ladziet to
izskaidrot.

* levadiet klGdainu formulu (pieméram, ieliekot «.»
pirms «+» un ludziet atrast kladu.

e lzdomajiet scenariju ko gribétu izdarit un ludziet
uzrakstit formulu.

e Laiks: 10minutes.




DARBS AR EKRANU (DATORREDZE)

Modeli, kuri lauj apstradat failus, biezi lauj
apstradat ekrana datus (ekrana Savinu),
attélu, etc un izgut no tiem informaciju.

Biezakie pielietojumi:

» Attéla izskaidroSana (kas ir attéla
attelots).

* Diskusija par sanemto informaciju.

» Teksta atpaziSana (nolasiSana).

e Tabulu atpaziSana un nolasiSana.

* Grafiku atpaziSana un nolasisana.

* Objektu skaitiSana, etc.



PATSTAVIGAIS DARBS NR.9.

e Atveriet jebkuru zinu majaslapu, ar Snipping Tool
nofotografejiet teksta attelu un ieliméjiet to uzvedne.

e Ludziet atpazit tekstu: «Apskati attélu, precizi nolasi
tekstu».

* Sagatavojiet teksta kopsavilkumu.

* Atveriet ss.lv sludinajumu portalu, samekléjiet kadas
AM attéelu, veiciet analogas darbibas ar copy-paste.

* Pajautajiet kas attela ir attelots.

* Kad tiek sniegta atbilde, uzsaciet diskusiju — parametri,
stipras vajas puses, u.tml.

 Salidziniet rezultatu izmantojot dazadus LLM modelus.

e Laiks: 10minutes.




PATSTAVIGAIS DARBS NR.9.1.

* Dodieties uz https://finance.yahoo.com/ vai lidzigu
portalu, kur var redzét finansu instrumentu cenas.

* |evadiet atbilstoSo finansSu instrumentu, kura cenu
vélaties redzet.

* Nokopéjiet diagrammu ar Snipping Tool
* leliméjiet diagrammu uzvedné.
Uzvednes:

«Apskati So ekrana Savinu»

«Uzraksti prognozi tuvakajam 10 stundam» — laika logs
ir atkarigs no grafika tipa.

«Novérté % iespéjamibu: AugsSupejosa cena,
horizontala kustiba, lejupejosa cena»



https://finance.yahoo.com/

DARBS AR FAILIEM- LIMITI

Katrai sistémai, planam ir savi limiti, kuri tiek laika gaita korigéti.

Platforma

ChatGPT (OpenAl)

Grok (xAl)

DeepSeek Al

Claude (Anthropic)

Maks. faila izmérs

212 MB
(20 MB attéliem)

5 ME (tikai PDF)

Bezmaksas: 5 MB
Maksas: 50 MEB

Bezmaksas: 10 ME
Maksas: 30 MEB

Maks. failu skaits

20 vienlaicigi

GPT-4a: lidz 80 failiem / 3h

Mav precizéts

Attéli: 20 vienlaicigi

20 vienlaicigi

Atbalstitie formati

PDF, DOCX, PPTX, XL5X, C5V, TXT,
JSON, attéli (JPG, PNG) u.c.

Tikai PDF

TXT, DOCX, PDF, C5V, XL5X, PNG,
JPG

PDF, DOCX, C5V, TXT, HTML, ODT,
RTF, EPUB, 150N, XL5X

] - .

Papildu informacija

Lidz 2 miljoniem tokenu failos,
lietotijam lidz 10 GB, organizacijai lidz
100 GB

Jauna funkcija, tiks attistiia.

Attéli: bezmaksas idz 4K, maksas lidz

8K; uzglabagana ierobeZota bezmaksa.

Fonteksts lidz 200k tokeniem; PDF ar
vizudlo analizi Iidz 100 lapam, attéli lidz
8000=8000 px



DATU ANALIZE

LLM risinajumi lauj veikt datu apstadi un
analizi padzilinata veida.

LLM labi «parzina» visparzinamas statistikas
metodes, ka ari |auj izstradat savas metodes.

LLM |auj datus erti vizualizét, izmantojot
dazadas vizualizacijas metodes.

LLM lauj/piedava veikt datu analizi tekstuala
veida, t.sk. izvirzot dazadas hipotéezes, veicot
dazadus statistikas testus, u.tml.

LLM lauj «izsaukt» dazadus masinmacisanas
risinajumus, veidot prognozes, u.tml.

LLM var palidzéet pienemt datos balstitus
leEmumus.



DATU VIZUALIZACIJA — BIBLIOTEKAS

LLM Fats «nevizualizéty, bet dara to izsaucot paligprogrammas (bibliotékas).
|

Zinot bibliotekas iespéjas, Jus variet labak saprast ko var «izspiest» no konkréta LLM.
Nr. Biblioteka Valoda Apraksts Majaslapa
1 Matplotlib Python Bazes bibliotéka 2D diagrammam, |oti https://matplotlib.org
elastiga
2 Seaborn Python Augstaka limena vizualizacija, balstita uz https://seaborn.pydata.org
Matplotlib
3 Plotly Python/JS Interaktivas diagrammas, piemérots https://plotly.com

timekla lietotném

4 ggplot2 R Spéciga biblioteka balstita uz "Grammar https://ggplot2.tidyverse.org
of Graphics”
5 Altair Python Deklarativa vizualizacija, lieliska kopa ar https://altair-viz.github.io

Pandas



UZVEDNE — DATU VIZUALIZACIA



PATSTAVIGAIS DARBS NR.10.

Izmantojam ChatGPT un Claude!

* No faila «Agents_test» nokopéjiet informaciju un
ievietojiet uzvedné, ludziet apskatit datus.

* Paludziet sistemu vizualizet datus, bez papildus
informacijas sniegSanas.

* Paludziet informaciju — kadus grafika veidus sistéma
ieteiktu konkrétai kolonnai.

* Vizualizéjiet atseviski tikai konkrétu kolonnu.

* Vizualizéjiet «Box Plot» kolonnai «Age», vai citai kolonnai
ar skaitliskiem datiem.

* Paludziet uzrakstit secinajumus par konkréto «Box Plot»
vizualizaciju.
» Salidziniet rezultatus starp ChatGPT un Claude.

e Laiks: 15 minutes.




DATU ANALIZE

» Sakotnéja faila/failu ielade, kollonu
apskats, parbaude uz trukstosam
vértibam.

* Statistikas informacijas aprékinasana
(videjas vertibas, medianas, informacijas
vienibu skaits, novirzes, izkliedes, u.tml.).

* Fokusa noteikSana: «Kas man ir svarigi».

* Vizualizacija — histogrammas, konkreéti
grafiki.

» Korelacijas analize un lidziga tipa analizes.
* Modelu veidoSsana un testésana.
* Hipotézu izvirziSana un parbaude.




UZVEDNE — DATU ANALIZE



DATU ANALIZE - EDA

* Exploratory Data Analysis jeb Izpétes datu
analize. Ta ir pirmais solis datu analizes
procesa, kura meérkis ir izprast datus,
identificet strukttras, anomalijas,
tendences un sakaribas, pirms tiek veikta
padzilinata modeléSana vai [emumu
pienemsana.

9 EDA instrumenti un metodes:

Kategorija Pieméri

Statistiskie raditaji Vid&ja vértiba, mediana, kvartiles, novirzes
Vizualizacijas Histogramma, izkliedes grafiks, siltuma karte (heatmap)
Korelacijas analize Pearson, Spearman koeficienti

Anomdliju detekcija Boxplot, Z-skors, IQR metode




PATSTAVIGAIS DARBS NR.11.

Izmantojam ChatGPT un Claude!

* No faila «Agents_test» nokopéjiet informaciju un
ievietojiet uzvednég, ludziet apskatit datus.

* Parbaudiet vai nav iztrukstosi dati: «Parbaudi, vai
datu kopa ir iztrukstosSas vertibas, dublétas rindas
un neatbilstosi datu tipi. Atgriez parskatu ar
isnull().sum(), duplicated().sum() un dtypes.».

e Vizualizéjiet 3 brivi izvélétu kolonnu histogrammas.

* Veiciet EDA sakotnéjo analzi: «Veic EDA visiem
Siem datiem un apraksti, ko redzi — galvenie
statistiskie raditaji, korelacijas, potencialie datu
kvalitates jautajumi».

e Salidziniet rezultatu 2 sistemas!

e Laiks: 15 minutes.




PROGNOZU VEIDOSANA - MASINMACISANA

e Masinmacisanas (anglu: Machine Learning) ir
maksliga intelekta apaksSnozare, kuras merkis ir
izstradat algoritmus un modelus, kas lauj
datoriem macities no datiem un pienemt

lemumus vai prognozét rezultatus,
neparprogrammeéjot tos katram konkrétam
uzdevumam.

Piemeri:

*E-pasta filtrs atpazist surogatpastu.
*Interneta veikals iesaka preces, ko varétu
véléeties pirkt.

*Mobila kamera atpazist sejas.

*Banka novéro aizdomigus darijumus
(krapSanas noteikSana).




PROGNOZU VEIDOSANA - MASINMACISANA

=] Parraudzitas masinmacisanas process (soli):

1. & Datu iegisana

Savac strukturéetus datus ar ievadiem un zinamam
atbildem (meérkiem).

2. ./ Datu apstrade

Attiri datus: trukstosas vertibas, dubléeti ieraksti,
kategoriju kodesana, normalizacija.

3. &, Datu izpéte (EDA)

Analize sadalijumu, korelacijas, atklaj anomalijas un
noderigus raksturlielumus.

4. 4| Datu sadalisana

Sadalit datus apmacibas un testésanas kopas (piem.,
80% / 20%).

5. [ Modela izvéle un apmaciba

lzvélies piemérotu algoritmu (pieméram,
logistiska regresija, k-tuvako kaiminu, koki) un
apmaci modeli ar apmacibas datiem.

6 .~ Modela novértésana

lzmanto testéSanas datus, lai novertéetu
precizitati, F1 raditaju, ROC utt.

7. [2 Uzlabos$ana (ja nepiecie$ams)

Veic hiperparametru regulésanu, izvélies labakos
raksturlielumus, izmeégini citus mode]us.

8. %~ lzvietosana un uzraudziba

leviest modeli realaja vidé un novérot ta darbibu
laikam ejot.



UZVEDNE — ML

1. Datu iegusana:

leladé datus no faila un paradi pirmas 5 rindas.

2. Datu apstrade:

Attiri datus — parbaudi trikstosas vértibas un konverté kategoriskos mainigos uz skaitliskiem
3. EDA:

Veic izpétes datu analizi — paradi statistiku un uzzimé histogrammas visiem skaitliskajiem mainigajiem
3.1. Datu balansésana

Balansé datus, mérka kolonna Exite, izdzés domingjoso veértibu rindas.

4. Datu sadalisana:

Sadala datus trenéSanas un testéSanas kopas (80% / 20%)

5. Modela apmaciba:

|zvelies piemerotu klasifikacijas algoritmu un apmaci to ar trenésSanas datiem

6. Modela novértéesana:
Novérté modela veiktspéju uz testéSanas kopas datiem, izmantojot precizitati, F1 raditaju un sajaukuma matricu.

7. Modela uzlabosSana:

Uzlabo modeli, izmantojot hiperparametru regulésanu vai papildu raksturlielumu izvéli.
8. lzvietosana:

Paradi, ka saglabat modeli un ieladét to vélakai izmantosanai reala vidé

9. PielietoSana: Pieméro modeli Siem datiem ....



PATSTAVIGAIS DARBS NR.12.

Fails «Agents_converted»

* |leladé datus no faila un paradi pirmas 5
rindas.

* Notiri datus — parbaudi trukstosas
vértibas un konverté kategoriskos
mainigos uz skaitliskiem.

* Veic izpétes datu analizi — paradi statistiku
un uzzimeé histogrammas visiem
skaitliskajiem mainigajiem.

e Saskaiti kolonnas «Exited» vertibas.

e Balansé datus péc kolonnas «Exited»
vairakuma vertibas to izdzésot.




PATSTAVIGAIS DARBS NR.13.

o A~

. Sadali datus trenéSanas un testéSanas kopas

(80% / 20%).

. lzvélies piemérotu klasifikacijas algoritmu un

apmaci to ar trenésanas datiem.
Novérté modela veiktspéju, izmantojot
precizitati, F1 raditaju un sajaukuma matricu.

. Vizualizé pretrunu matricu.

Izmégini vél 3 klasifikacijas modelus un salidzini
rezultatus.

Ka opcija, ne obligati! Uzlabo modeli, izmantojot
hiperparametru regulésanu vai papildu
raksturlielumu izvéli.

Realu datu izmantosana
uztrenétam modelim (beigas)
Fails Agents_test

1. Apskati So failu.
lzveidoto modeli pieméro Siem
datiem.

2. lzvadi agenta uzvardu un
prognozi, sakarto datus tabula.



APSVEICU!

JUS PAVVEICAT DARBU, KO NAV
PAVEIKUSI 99.99% MI LIETOTAJU
©OO

UZSITIET VIENS OTRAM UZ PLECA!




LAIKRINDU (LIKNU) PROGNOZESANA

* Laikrindu prognozesana ir sarezgits un laikietilpigs
process.

e Laikrindu var prognozet, ja taja ir noverojams kads
kustibas paterns, pieméram, sezonalitate.

* Laikrindas prognoze var sakrist, var nesakrist ar
«realo dzivi».

* Modelis aizvien ir tikai modelis.

* Javisas laikrindas varétu prognozet, tad visi butu
miljonari.

e Cik talu var prognozet laikrindu ?

* Princips: levades parametri -> Laikrindas kustiba.




AIKRINDU (LTKNU) PROGNOZESANA
PATSTAVIGAIS DARBS NR.13.

* |eladeé datus no faila, kas satur laikrindas datus
Parliecinies, ka "Date" ir konvertéts uz datuma
formatu un tas ir ka indekss.

* Veic datu vizualizaciju (laikrindas grafiku), parbaudi
sezonalitati un tendenci.

e Sadali datus treninu un testésanas periodos.

* |zvelies piemérotu laikrindas prognozésanas modeli
- ARIMA.

* Apmaci modeli un veic prognozi uz nakamajiem 3
periodiem.

RMSE vai MAE.

e Uzzimeé realas un prognozétas vertibas uz viena
grafika.




DARBS AR INFORMACIJU FAILOS

* Informacija no failiem var tikt
analizéta tapat ka jebkura tekstuala
informacija.

* Jus variet veidot kopsavilkumus,
izvertet atbilstibas, u.mtl.

* Jus variet datus attélot grafiski.

* JUs variet meklét kopigo un
atskirigo.

* Jus variet iegut lemumu ieteikumus
balstoties uz informaciju failos.




PATSTAVIGAIS DARBS NR.14.

Faili «<Fondi_10 un Fondi_100»

e Apskati rupigi un nesteidzigi failus, kad
izdari - pazino.

* Salidzini abu failu butiskako informaciju
tabulas veida.

* Vizualizé svarigako informaciju.

 Uzvedne: Tava loma ir investors, 45
gadus vecs, ar briviem lidzekliem, kurus
esi gatavas pazaudeéet. Kadu fondu Tu
izvélétos, lai gutu maksimalos
ienakumus?

* Pamainiet gadus, salidziniet rezultatu,
pamainiet sistemas.




KO VEL VAR DARIT AR INFORMACIJU FAILOS

* Jebko, ko atlauj Jusu fantazija.

 Pieméram, salidzinat
kapitalsabiedribu finansu raditajus,
tos vizualizet.

e Gut pamatotu atbalstu pienemot
lemumus, apstiprinot idejas,
hipotézes.

* Piemers: Viena faila tiek ievaditi ap
7000 kompaniju finansu dati un uz

noteiktiem parametriem Ml iesaka
kuras kompanijas investet.




UZVEDNE — KODA
GENERESANA

 Jus varat noradit programmeésanas valodu.
* Aprakstiet programmas meérki.
* JUs varat aprakstit ievades datus.

 Jus varat aprakstit izmantotas metodes, bibliotékas,
pieméram: “Raksti kodu, lai paredzétu laikrindas,
izmantojot LSTM neironu tiklus”.

* JUs varat analizét esoSo kodu, pieméeram: “Analizé un
izskaidro So kodu, noradi kludas”.




PROMPT — CODE
GENERATION - PROBLEMS

Maksliga intelektam gadas izvéléties
nedarbojosas bibliotékas, vai méginajumi tas
divaini apvienot.

Biezi vien kods vienkarsi nestrada - nokopéjiet
klidas zinojumu un ludziet MI parrakstit
kodu. Dazreiz tas ir jadara vairakas reizes.

Dazreiz pati programmeésanas uzdevuma
butiba ir kludaina.

MI raksta labi kodu par Ml un datu analizi.
Citos jautajumos notiek visadas lietas.




PATSTAVIGAIS DARBS NR.15.

* Fails «Agents_converted»

* |zvélaties figuru, kuru vélaties attélot,
piemeram, trijsturi.

* Uzvedne: «lzveido Python kodu, lai
attéltou trijstari».

* Dodaties uz G-mail disku, sekojam
pasniedzéja noradem.

* lekopéjam kodu un spieSam «Play» ikonu.

e Atkartojam koda generésanas
eksperimentu ar vismaz 2 valodu
modeliem.




ChatGTP-4.5 — LIELJAUDAS INSTRUMENT]

Darbs ar datu
failiem
(daudziem)

Padzilinata datu
analize

Pétijumu
veiksana

Darbs ar teksta
failiem
(daudziem)

Grafiku veidosana

Korelacijas, u.tml.

Kvalitativaka
programmeésanas
koda rakstiSana

Sarunas par
failiem e
izmantojot failus

Diagrammu
veidosana 4
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ChatGTP-4 SPRAUDNI

 ChatGPT-4 vide satur
vairak ka 1000
spraudnus, kurus var
izmantot dazadam
vajadzibam.

Plugin store

(

Popular New Installed |"‘__' h s

A/B JUDGE

Judge whether the A/B test results are
superior or not.

Joper in

Aaron Resume Bui...

Install G>

Create impressive professional
resume/CV from scratch or update an
isting one. Expport as PDF and docx.

1 Aardvark Al

- Install

Search for Products on Google
Shopping in Real-Time, No Ads, Only
Trusted Stores.

Aaron Web Browser

Install G>

Il scrape data from multiple wel
URLs. Built for Internet crawling,
content aggregation, and monitoring.

Aardwolf ads

Install

Unlock stunning image ads with just a
link. Our Bestever Al scripts, polishes
your visuals, and generates magic

.

G Install G>

Converts ABC music e
MIDI, and PostScript fil

jon to WAV,

Aaron PDF Chat

Install

questions, get answers & page_.

ABC Website Maker

Create web apj
code, and more, ea: ] urn

prompts/chats into apps in seconds!

=rinfo &




UZVEDNE — DARBS AR ATELU




UZVEDNE — DARBS AR ATELU (FILOZOFIJA)




UZVEDNE — ATTELU RADISANA
(MIDJOURNEY)

* Uzvedne: «Fotografija ar 100 gadus vecu sievieti, kura zvejo upé»




UZVEDNE — ATTELA RADISANA

(MIDJOURNEY

)




KONKURENCES ANALIZE




KONKURENCES ANALIZE



AGENTU ERA

JUusu jaunie
darbinieki, kuri
secigl veic

darbu kopumu.

Competiive Analysis Agent  Analysis & Reporting Data Reporting
Jamns. . Compettive P ROD{Td‘
; < 2 \\ 3 tlon N

' ‘ N {\na')fSiS \\ ~ Vesal
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ni )}

Coem'n
Analysion
Agent

Data Visuzation
& Reprting

Redotamne Agent

Develoption
Agent
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PAR MAKSLIGO
INTELEKTU...

llons Masks:

* "Alir fundamentals eksistencials risks cilvéku
civilizacijai."

* "Al varetu but lielakais risks, ar kuru saskaramies ka
civilizacija."

* "Mums jabut loti uzmanigiem ar Al. Tas potenciali ir
bistamaks par kodolieroCiem."

Sergejs Brins (Google):

« "Alir potencials risinat dazas no pasaules lielakajam
problemam, pieméram, klimata parmainam un
nabadzibai."

* "Alir spéecigs riks, un mums jaizmanto to atbildigi."

Lerijs PeidZzs (Google):
* "Tam ir potencials parveidot visu."
* "Mums jasak domat par Al étiskajam sekam jau tagad."




Paldies!

Al Master Lab / Rigas namu parvaldnieks
Janis Bénikis
Telefons: 25604191

E-pasts: j.benikis@gmail.com

Linkedin:
https://www.linkedin.com/in/janis-
benikis-71145a11/

www:https://www.aimasterlab.net/



mailto:j.benikis@gmail.com
https://www.linkedin.com/in/janis-benikis-71145a11/
https://www.linkedin.com/in/janis-benikis-71145a11/
https://www.linkedin.com/in/janis-benikis-71145a11/
https://www.linkedin.com/in/janis-benikis-71145a11/
https://www.linkedin.com/in/janis-benikis-71145a11/
https://www.linkedin.com/in/janis-benikis-71145a11/
https://www.linkedin.com/in/janis-benikis-71145a11/
https://www.aimasterlab.net/
https://www.aimasterlab.net/

Lddzam aizpildit kursa novértésanas anketu, kuru
varat sanemt, noskenégjot QR kodu vai izmantojot
piekluves saiti:

JUusu atsauksmes ir |oti svarigas musu apmacibu
kvalitates uzlabosanai!



https://forms.gle/ThjTxgTsWc57Ru12A
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