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SECTION 1 – BROCCOLI VERTICAL FARMING 
ENVIRONNEMENT 
Chapter 1 – Original Project Description 

Abstract: 

Hydroponic agriculture has emerged as a sustainable and efficient alternative to traditional soil-
based agriculture, addressing challenges related to water scarcity, space constraints and climate 
change. This paper discusses the integration of data collection, image processing and machine 
learning techniques to optimize hydroponic crop management to increase yield and resource 
efficiency. 

Introduction: 

Hydroponic systems offer a controlled environment that promotes optimal plant growth. However, 
precise monitoring and adjustments are required to achieve these conditions. This study aims to 
harness the potential of data-driven methods to improve hydroponic farming practices. 

Methodology: 

The proposed technical methodology involves a multi-step process: 

1. Data collection: Standardized cameras are strategically placed in the hydroponic environment 
to capture visual information. This continuous data flow forms the basis for further analysis. 3D 
photogrammetry monitoring will be provided using 4 cameras – 4K PoE camera, 8 MP, with 1080 
viewing angle, EP 66 (moisture protection level), which will be installed at certain points above the 
system shelves, where plants will be grown (63 plants/m2). Two cameras will be positioned to 
obtain images from the top (camera 1 and 2), two cameras (camera 3 and 4) will be positioned in 
the far corners of the system shelf to obtain images from the side. Using such a camera 
arrangement, it is possible to obtain multi-dimensional visualizations for each plant. It is important 
that each plant is monitored from multiple angles to obtain objective results. Images will be taken 1 
time per hour (total 4 images per 1 hour). 

Schematic representation of the system shelf and camera location. 
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Schematic representation of data processes 

Images will be automatically saved as JPG files, which will be converted into EXCEL format using 
the algorithm. 

Information will be obtained on certain parameters for each individual plant, so information on the 
following parameters will be obtained 63 times per hour (number of plants on one system shelf): 

• Height 

• Density, width 

• Color 

• Spots 

• Leaf thickness 

• Plant surface 

The obtained information in EXCEL format will be stored in the AZURE database, from which it will 
be further transferred to data processing software, where the information will be processed to 
obtain interpretable data on all determined parameters. 

Using this software, average indicators will be obtained for all plants together. Information on all 63 
plants will be compared to obtain average values. As well as information on each plant individually 
will be obtained. Thus, useful and easy-to-use information will be obtained to identify possible 
factors that promote or, conversely, inhibit plant growth and development. 

2.Segmentation: The undistorted images are divided into blocks, each corresponding to a specific 
crop. This segmentation allows for targeted analysis of individual plants or groups. 

3. Image processing: The captured images may be distorted due to camera angles. To eliminate 
this distortion and ensure accurate data representation, advanced image processing techniques, 
including camera calibration, are used. Several feature extraction techniques are intended to be 
applied to the expected data. In each segmented crop block, an array of corresponding features is 
extracted from the images: 

• Green pixel density: An indicator of plant health and density, the density of green pixels 
reflects growth vigor and overall well-being. 

• Abnormal color variations: Deviations from the expected color spectrum can indicate 
stress or disease, allowing for early detection and intervention. 

• Stem width and crop height: When measured using images from sidewall cameras, these 
indicators provide insight into growth rates and plant development. 

Advantages of the current methodology: 

• Data analysis and interpretation: Using this software, averages of all plants will be 
obtained. Information from all 63 plants will be compared to obtain average values. 
Information about each plant will also be obtained individually. Thus, useful and easy-to-
use information will be obtained to clarify possible factors that promote or, conversely, 
inhibit plant growth and development. 

• The collected information forms a comprehensive data set that is the basis for analysis. 
Machine learning algorithms are used to identify patterns and correlations between 
environmental parameters (humidity, light, nutrients) and crop growth. These algorithms 
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generate predictive models that can recommend optimal growing conditions, allowing 
farmers to fine-tune the environment to increase yields. 

• Adaptive environmental management: Real-time data collection and analysis enables an 
adaptive management approach. Automated systems regulate environmental factors such 
as humidity, nutrient supply and lighting, ensuring ing optimal conditions for plant growth. 
Early detection of anomalies prompts immediate action, minimizing potential yield losses. 

• Scalability and efficiency: The data-driven approach seamlessly scales to larger systems, 
enabling a variety of setups, from urban vertical farms to large greenhouse facilities. 
Precise allocation of resources, including water and nutrients, provides significant 
efficiency gains, reduces waste, and conserves resources. 

• Iterative improvement: The process is iterative, and the collected data improves machine 
learning models over time. Trends and patterns identified from the accumulated data 
provide long-term optimization strategies. Furthermore, the iterative process facilitates the 
development of crop varieties that are uniquely suited to the hydroponic environment. 

Conclusion: 

The integration of data collection, image processing, and machine learning in hydroponic farming 
offers a transformative path to higher yields, reduced resource waste, and improved sustainability. 
By automating the monitoring, analysis, and adaptive control of growing conditions, this approach 
has the potential to revolutionize modern agriculture and meet the growing global demand for food 
production. As hydroponic systems continue to evolve, data-driven methodologies will play a key 
role in shaping the future of sustainable agriculture. 

 

: 
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Chapter 2 – Technical setup 

1 Camera setup 

1.1 Material selection:  

Veezoom PoE Camera - 4K IP Camera for Home Security, Outdoor Surveillance Cameras with 
Human/Vehicle/Detection, 100ft Night Vision, 2.8mm Lens, IP66 Weatherproof, MicroSD 
Recording. 

 

This model was chosen for  

• being able to work in difficult environment (high humidity) 

• wide angle 

• capability to process images at short distances 

• high resolution 
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1.2 Camera setup 

The original plan setting proved not to be efficient, the positioning of camera 1 and 2 was too close 
to the plants, did not show enough surface or were partially blocked by the LED lights if they were 
to be set higher. The team decided to process the images from the 4 corners. 

 

Below images from the 4 cameras after installation 
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2. Crop meaningful data 

The experiment grew basil mariam in the shelve over 12 meaningful growth with success. 

Several factors have isolated some growth. The team has selected 8 growth cycle to be meaningful. 

The isolated issues were: 

• loss of internet connectivity leading to losses of pictures; 

• hardware defects. 

 

Chapter 3 – AI Process 
 

1. Data Transformation: 

Each image was processed to generate a corresponding JSON file. 

Images were converted into numerical data, with variables such as dimensions (e.g., dimensions, 
frequencies, histograms, etc..) extracted for subsequent calculations. 

 

 
The pixel position was derived from these dimensions, and histograms were generated to represent 
the distribution of pixel frequency intensity. This provides the number of pixel for each color, 
allowing to define a color map of each picture 
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2. Mask Creation: 

A mask was created using the crops color frequencies. 

 
Pixels were classified as either within the target spectrum (value = 1) or outside (value = 0). The 
mask decides what pixel should be selected and which one should not be taken into account. 

The masking process effectively isolated the desired crop from its background, leading to a clear 
identification of each picture, from what is crop and what is not. 

 

 

3. Challenges and Refinements: 

Camera 2 showed some defects. Most pictures had to be abandoned 

Camera 3 had meaningful data, however the light pollution after trial, showed that aggregated data 
with 1,3 and 4 showed lower quality that 1 and 4 alone. The main issues identified were 

• Camera 3 had a window in sight. That window reflected other crops from other shelves 
causing heavy disruptions 

• Camera 3 had a broad view on the corridor, generating pollution data 
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Reflections from shiny surfaces, light variations, and shadows occasionally caused noise and 
inaccuracies. This is for example due to the walls in metal that reflect slightly the color of the 
plants. 

 

Manual feedback loops were employed to refine the frequency filtering process, improving the 
isolation of crops. This has been a tedious process of analysing the color code and isolating the 
ones that were not relevant. 
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Night mode pictures had to be abandoned. This is mainly due to the technicity chosen: Night 
pictures are black and white and the main process of isolation was based on the cololr coding of 
the pixels. The pictures were hence not compatible with our chosen  preferred process 

 

 

 

4. Growth Tracking and Data Analysis 

The process for tracking plant growth was explained, with key points highlighted: 

Selection of Images: 

• Pictures were taken at regular intervals ( one picture per hour). However, for this analysis, 
only one representative image per day was chosen to optimize data relevance in the 
example here after. The data themselves for the graphical vision are based on hourly data 
when possible. 

• Invalid images, such as those captured with insufficient lighting, were filtered out. 

Growth Metrics: 

1. The percentage of the image area covered by the crop ("green frequencies") was 
calculated per picture. 

2. This percentage served as a growth metric, demonstrating progressive increases over time. 
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o 

 

o  

o  
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5. Growth Rate Observations: 

• Initially, growth was incremental, with daily increases of 0.5% to 1.5%. 

• The rate accelerated mid-way through the observation period, reaching daily growth rates 
of 3% or higher. 

 

6. Graphical Representation: 

• Graphs plotted growth rates over time, showing fluctuations caused by external factors 
such as light variations. 

• A smoothed signal was derived by removing noise, providing a clearer depiction of growth 
trends. 
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7. Multi-Camera Integration: 

• Data from three cameras were combined to enhance accuracy. Averages, maximums, and 
minimums were computed across cameras. 

• Synchronization of timestamps ensured consistency, particularly during lighting 
inconsistencies. 

Future Steps 

The presenter outlined the next steps for further development: 

Graph Refinement: 

• Enhance graphical representations for better clarity and usability. 

• Integrate findings with other platforms for broader analysis. 

Algorithm Application: 

• Adapt the existing algorithm to analyze images of different crops (e.g., tomatoes), adjusting 
parameters (e.g., focusing on red frequencies instead of green). 

Knowledge Expansion: 

• Use historical data from multiple seasons to identify patterns and generate insights. 

• Explore the implications of growth curve variations for agricultural decision- 
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SECTION II : MEZVIDI VERTICAL FARMING 
GREENHOUSE 
Introduction 

This report details the experiment conducted to detect tomatoes using image processing and 
machine learning techniques. Various approaches were tested, including color detection, shape 
recognition, and deep learning solutions. The experiment aimed to identify make a parallel with the 
methods used for Basil, the limitations of existing methods and explore potential improvements. 

 

Image Processing Methods and Challenges 

Several approaches were tested to detect tomatoes in images, building upon previous work done 
with basil detection. However, significant challenges were encountered, particularly due to color 
variability, light pollution, inconsistencies in shape recognition, and camera quality limitations. 

 

1. Color-Based Detection 

• The initial approach involved detecting red frequencies in the images, similar to how green 
frequencies were used for basil detection. 

• Challenges encountered included:  

o Artificial light pollution, including ultraviolet reflections, making it difficult to isolate 
the true color of the tomato. 

 

 



19 
22-00-A01612-000018 

o Variability in tomato coloration, changing from green to red as they ripen. 

 

o Adjusting the frequency spectrum led to a loss of relevant information and 
misclassification. 

• Unlike basil, which maintains a relatively stable green color, tomatoes undergo significant 
color transitions, making spectral-based methods unreliable. 

 

2. Shape-Based Detection 

• Combining color analysis with shape recognition was attempted. 

• However, shape-based detection was ineffective due to:  

o Tomatoes having inconsistent shapes that vary in curvature and size, especially 
during different growth phases. 

 

o Shadows and reflections interfering with edge detection algorithms. 
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o Partial obstructions by leaves, making it difficult for the algorithm to detect a 
complete shape in dense foliage. 

 

• For an ML system, an occluded tomato no longer appears as a tomato, limiting the 
effectiveness of shape-based methods. 

3. Manual Fine-Tuning Process 

• The experiment initially required iterative adjustments (feedback loops) to isolate the 
correct color frequencies. 

• The frequency filtering process was manually refined through trial and error to optimize 
detection. 

4. Noise in Image Processing 

• Green noise in dark images was noted as a persistent issue, affecting baseline readings. 
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• Some reflections from light sources also interfered with the detection process, creating 
false positives. 

 

5. Growth Tracking in Initial Tests 

• A methodology was developed for tracking plant growth using time-series image 
comparisons. 

• Growth was observed through daily snapshots, but minor daily variations made visual 
comparison difficult. 

• The model initially struggled to detect differences in early growth stages. 

6. Data Filtering and Selection 

• Useless images were removed from the dataset, such as those captured in poor lighting 
conditions. 

• One image per day was selected for tracking, avoiding redundant data. 

7. Graphical Representations of Growth 

• Initial attempts at creating graphs for growth patterns showed inconsistencies due to 
lighting variations. 

• The graphs revealed fluctuations due to external factors, leading to the need for data 
smoothing. 

8. Multi-Camera Integration and Image Cropping 

• Alternative strategies were explored to mitigate detection issues:  

o Using multiple cameras with narrower angles to reduce distortions. 

o Cropping images into smaller overlapping sections to increase detection accuracy. 
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o Capturing images under different lighting conditions to reduce contrast-related 
issues. 

• These solutions require extensive computational resources and additional hardware 
investments. 

• Switching from wide-angle cameras to multiple focused cameras may improve accuracy 
but increases processing time and complexity. 

9. Impact of Lighting Conditions 

• Differences between daytime and nighttime image capture affected detection quality. 

• Artificial lights in the environment introduced additional spectral noise that complicated 
the analysis. 

• The tests were conducted under two conditions:  

o Day mode: with artificial lighting turned on. 

 

o Night mode: using only the camera’s built-in lights. 

 

• These variations impacted the consistency of detection and required adjustments to the 
image processing pipeline. 
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10. Comparison Between Plant Types 

• The previous method used for basil detection did not translate well to tomatoes due to 
differences in color consistency and shape variation. 

• Basil presented a more uniform green signature, while tomatoes required different 
detection criteria. 

11. Annotation and Tracking Complexity 

• The detection challenge does not stop at identifying tomatoes; tracking them over time 
adds a significant complexity layer. 

• The need for a unique identifier per tomato (to track changes over time) was noted as a 
critical missing element in the current methodology. 

• Tracking remains unsolved because of environmental changes—tomatoes are continuously 
harvested, making it difficult to establish a persistent dataset. 

12. Dataset Limitations and Business Implications 

• The experiment highlighted the necessity of collecting a massive dataset of annotated 
tomato images. 

• Unlike basil, which has a uniform dataset available, tomatoes lack extensive pre-labeled 
machine learning datasets. 

• Business side note — if such a dataset were built and owned, it could provide a major 
competitive advantage in agricultural AI. 

 

Machine Learning and Deep Learning Approaches 

Since traditional methods (color and shape detection) proved ineffective, preexisting open AI-
driven solutions were considered. 

1. Existing AI Models 

• No pre-trained datasets specifically designed for tomato detection were found. 

• General object detection models like YOLO (You Only Look Once) were tested, but they 
lacked training for tomato identification. 

• Unlike basil, tomatoes require more complex feature extraction due to their varied 
appearance. 

• Most machine learning models are trained on simple, well-centered objects, while 
tomatoes exist in a dynamic, cluttered environment, making detection more challenging. 

2. Potential AI Training Strategies 
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• Training a custom deep learning model would require:  

o A large dataset of labeled tomato images covering various growth stages and 
lighting conditions. 

o Infrastructure capable of handling deep learning computations. 

o Collaboration with agricultural research institutions to gather annotated datasets. 

• A key takeaway was that owning a unique dataset could provide competitive advantages in 
the agricultural sector. 

Key Findings and Next Steps 

1. Color detection is unreliable due to light pollution, spectral variations, and artificial 
reflections. 

2. Shape detection is ineffective due to occlusions, reflections, and irregular forms. 

3. Camera limitations impact image quality, making tomato detection harder. 

4. HDR imaging may improve clarity, but the current cameras do not support it. 

5. Multi-camera setups with HDR imaging could improve data quality but require additional 
investments. 

6. Existing AI models do not cover tomato detection, making a custom solution necessary. 

7. A large-scale dataset is essential to develop a reliable machine learning model. 

8. Tomatoes present unique challenges compared to basil, requiring a fundamentally 
different detection approach. 

9. Tracking tomatoes over time remains an unsolved challenge, as environmental changes 
make it difficult to establish a consistent dataset. 

10. Dataset ownership provides a business advantage, offering a potential competitive edge 
in agricultural AI. 

 

Conclusion 

The tomato detection experiment highlighted the complexities of adapting image processing 
techniques to agricultural settings. Traditional color and shape detection methods proved 
insufficient, necessitating more advanced machine learning approaches. A fundamental challenge 
remains the lack of a comprehensive tomato dataset, which will be a focus for future efforts. 
Improvements in hardware, lighting conditions, and deep learning models will be required to 
develop a fully functional tomato detection system. 
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SECTION III: DATA STORAGE IN PLATFORM 
The data is securely stored within a Microsoft Azure Data Lake, a scalable storage solution 
designed to handle vast amounts of structured and unstructured data. This setup ensures efficient 
management and retrieval of extensive datasets, including thousands of images and millions of 
recordings. 

Access to this data is facilitated through the Wizata platform, which integrates seamlessly with 
Azure Data Lake. Wizata's architecture allows for real-time data ingestion, processing, and 
analysis, enabling users to visualize and interpret data without the need for manual exports. The 
platform supports advanced analytics and machine learning applications, providing tools for data-
driven decision-making.  

Given the substantial volume of data, direct transmission is impractical. Below the detailed 
summaries of the available datasets. 

 

General picture of sensors and datasets 
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List of data sets – sensors - Broccoli 
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List of data sets – sensors - Mezvidi 
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List of data sets – Images 


